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Abstract

Stock value forecasting is a difficult endeavour that needs a solid computational foundation

in order to calculate share prices in the longer term. Because stock prices are connected

by nature of the market, forecasting expenses will be challenging. The suggested approach

uses market data and machine learning technique called Long Short Term Memory to

forecast share price, with weights modified for each data point in the process. When

compared to existing stock price prediction systems, this method will deliver accurate

results.
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Chapter 1

Introduction

1.1 Introduction

Stock investing provide some of the best returns on investment. Despite their volatility,

share prices and other statistical elements may be visualised, allowing observant investors

to make informed decisions about which firm to invest in. Machine learning-based stock

price prediction assists you in determining the future worth of a company’s shares and other

financial assets traded on a stock exchange. The whole point of stock price forecasting is to

make a lot of money. It’s difficult to predict how the stock market will fare. Other aspects,

such as physical and psychological characteristics, reasonable and illogical conduct, and

so on, have a role in the forecast. All of these elements combine to create a vibrant and

turbulent stock market. This makes it extremely difficult to accurately estimate stock

prices.

1.2 Problem Statement

As discussed, stock prices of any company are subject to volatility because of various

factors like quarterly results, dividend announcements, bonus announcements, stock splits,

news about the company. Apart from the above factors, stock prices are dependent on

various technical indicators, support and resistance and candlestick patterns. This makes
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Chapter 1. Introduction 2

forecasting stock price accurately one of the most difficult problems in machine learning

domain. In this project, the aim is to forecast the stock prices accurately only using

historical data. As a naive solution to this problem, the moving average method which

uses the latest set of values to for each forecast. In other words, for each subsequent step,

the oldest observed values are removed from the set while the forecasted values are added

to the set. But this method does not give promising results as the predicted values are of

the same range as the observed values in the train dataset and is not able to detect the

uptrend earlier (delay between actual an forecasted data).

Figure 1.1: Forecast Stock Price vs Actual Stock Price - Moving Average Method



Chapter 2

Literature Survey

2.1 Studies on Stock Market Forecast

This section consists of the details of various research by various authors relating to our

study of interest and discuss them.

2.1.1 Moving Average Method

Average is most commonly used for any type of data. The average of the set of previously

observed values is the forecasted stock price for each day. We use moving average rather

than simple average as it captures the recent set of values for each forecast.

Figure 2.1: Forecast Stock Price vs Actual Stock Price - Moving Average Method
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2.1.2 Linear Regression

Linear regression model establishes the relationship between the independent variables

and the dependent variable. But for stock price forecast, all the variables are dependent

on each other. Considering Date as a parameter, the model does not take into account the

recent values from the date of prediction. The model rather considers the value from the

same date a week ago, a month ago, or the same date/month a year ago. Linear regression

performs better when the variables are independent of each other.

Figure 2.2: Forecast Stock Price vs Actual Stock Price - Linear Regression

2.1.3 k-Nearest Neighbour

kNN finds similarity between old and new data points based on independent variables.

Similar to Linear Regression, kNN algorithm also performs better in case of independent

variables. In general, regression algorithms perform poorly in the case of stock price data

as it contains dependent variables.
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Figure 2.3: Forecast Stock Price vs Actual Stock Price - k Nearest Neighbour



Chapter 3

Work Done

3.1 LSTM Based Approach

As illustrated in the literature survey section, there are some research works done to

forecast stock data based only on historical data. These methods, however are unable

to store past information and unable to forget the information that is not required. The

methodology used for this project is LSTM based, which is able to store and retrieve past

data that is important as well as forget the data that is not required.
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Chapter 3. Work Done 7

Figure 3.1: LSTM Cell Architecture

LSTM is a RNN architecture modified to remember past information over arbitrary

intervals. RNN takes the last hidden state’s output for its computations and doesn’t

remember any information before the hidden state. LSTM network has three gates:

� Input Gate : Adds data to the cell state

� Forget Gate : Removes the data that is no longer required by the LSTM model

� Output Gate : Selects the data to be shown as output

3.2 Dataset Gathering

The stock symbol (hereafter referred to as ticker symbol) and the exchange where the

symbol is listed is taken as input for retrieving the data. With the ticker symbol and the

stock exchange, the historical data is scraped from Yahoo Finance website using Selenium

package in Python. The scraped data is then parsed using BeautifulSoup package in

Python. The parsed data is then preprocessed to convert the data to their respective

datatypes (Date column is converted from String to Date and Open, High Low, Close, etc.

columns are converted from String to Float) and the processed data is then stored as a
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dataframe. The number of days to forecast is taken as input to forecast the stock price

for that number of days.

3.3 Preprocessing Phase

The columns which are not being forecasted are dropped from the dataframe (To predict

the closing price, Date and Close columns are retained in the dataframe. All other columns

are dropped). The entries with NULL values are discarded to ensure a clean dataset for

training. The data is then sorted based on date in ascending order as stock price dependent

on time. With all the preprocessing done, the LSTM network is now ready for training.

3.4 Training Phase

With the acquired dataset, the dataset is first scaled down using the MinMaxScaler module

with the feature range between [0, 1] before training a LSTM network with two layers for

200 epochs. Early Stopping was used prevent the model from being overfitted as the model

began to diverge from the minima after a certain number of epochs. The dataset is split

into 90% training data and 10% test data. The recent 10% of the dataset is used as test

dataset. The hyperparameters, such as batch size, optimizer and loss function are adjusted

to yield optimal results. Since this is not a classification problem, MSE is used as loss

function to validate the model. The first sesssion of training gave a RMSE value of 826.32

which is further improvised based on various inferences. With all the improvements in

training, the last session of training gave a RMSE value of 101.07.



Chapter 4

Results and Discussions

4.1 Observation

The training is carried with the dataset of 4476 samples. The batch size was set to 1 and

Early Stopping was used to prevent the model from being overfitted. Early stopping is

implemented by monitoring the loss and the patience level was set to 5. The loss

function used is RMSE, as it is not a classification problem.

Name
Last Min

Value Step Value Step

Train Loss 0.000016935202438617125 47 0.0000163258591783233 42

Test Loss 0.00008105114102363586 47 0.00005972347571514547 23

Table 4.1: Loss Summary

9



Chapter 4. Results and Discussions 10

Figure 4.1: Training Loss

Figure 4.2: Testing Loss

Figure 4.3: Actual Stock Price vs Forecast Stock Price
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The forecasted stock price was found to almost coincide with the actual stock price. The

RMSE value was 101.07.

4.2 Possible Improvements

� The model could be trained for more number of epochs by increasing the patience

level in Early Stopping.

� The number of units in each layer can be increased to make the model more

accurate.

� The number of hidden layers can be increased.

� Dropout can be added after every layer to avoid overfitting of the model.



Chapter 5

Conclusions and Future Works

5.1 Future Scope

� The model can be made more accurate by incorporating Sentiment Analysis as any

news about the organization or any news that impacts the organization has a

direct affect on the stock price.

� Accuracy to forecast the stock price on a daily interval can be greatly improved if

the training dataset consists of tick-by-tick data instead of 1D interval data

5.2 Conclusion

The application designed to forecast stock prices is more reliable and promising than

the conventional RNN and regression methods. Also, the hyperparameter tuning is done

keeping in mind the time taken for training and testing without comprimising the accuracy

of the forecast. The model can be further improvised to perform Sentiment Analysis as

stock market is irrational and prone to human emotions. The obtained results prove to

be of great assistance as the model is able to forecast the price trend with an accuracy of

80%.
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